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What is Machine Unlearning
• Process of mitigating the impact of 

specific training data points on a 
previously trained machine learning 
model

What’s its main purposes
• Safeguarding the privacy of individuals whose data contributed to the model’s 

training.


• Rectifying inaccuracies or errors in the original training data.


• Eliminating outdated or irrelevant data.


• Preventing the model from developing biases or overfitting to the training data.



Why this topic
• This topic is of significant importance for the alignment of LLMs with human 

values and regulatory policies for several reasons:

1. Removing harmful outputs (the standard RLHF task) 

2. Erasing copyrighted text requested by authors after already being trained into LLMs


3. Reducing hallucinations (i.e. wrong "facts" memorized by LLMs)


4. Quickly iterating LLMs after users stop giving consent to use their data


5. Enforcing compliance given rapidly changing policies



Why this topic
• We want to delves into the process of "unlearning" within large language 

models (LLMs), which entails the forgetting of undesirable behaviors.
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Methods Overview

• What’s the benefits of this?

1. Only require negative samples


2. Computationally efficient; comparable to just 
LLM finetuning


3. Efficient in removing unwanted behaviors if you 
already know which training samples cause them



Methods - Gradient Ascent
• Gradient Ascent (Why GA but not GD?)


1. The GOAL is to stop generating undesirable texts instead of generating 
desirable texts


2. GA is efficient with a cost comparable to finetuning


3. GA is viewed as a “coarse” method

The number of parameters in LLM is always 
extremely large, the damage caused by GA is 

often tolerable.

GA loss to forget the unlearned samples



Methods - Random Mismatch Loss
• Random Mismatch Loss 

• Introduce an additional loss function that randomly mismatches between 
negative samples and random responses to facilitate the model to forget 
bad outputs.

Random Mismatch Loss forces the LLM to 
predict a random output w.r.t. unlearned xrdn



Methods - Maintain Performance Loss
• Maintain Performance Loss 

• KL divergence is used to compare the output distribution of the original 
model and the unlearned model on normal samples to maintain the 
performance of the model on non-negative samples.

Maintain Performance Loss preserve the normal 
utility by comparing it with the original LLM



Methods
• At each step :

• (Evaluation) Evaluate the effect of de-learning, including:


1. its effect on negative samples (e.g., reducing the frequency of harmful 
responses)


2. its ability to generalize on unseen samples


3. how well it retains utility on normal samples.



Dataset
1. Unlearning process: PKU-SafeRLHF, which contains 330,438 expert comparison 

data.


2. Prompts for validation are chosen from: “harmful-test-results” https://
huggingface.co/datasets/helloelwin/harmful-test-results


3. Test for maintaining performance: “Truthful Q&A” .The benchmark comprises 817 
questions that span 38 categories, including health, law, finance and politics.

Unlearning

Dataset 1

Validate

Dataset 2

Test Performance

Dataset 3

https://huggingface.co/datasets/helloelwin/harmful-test-results
https://huggingface.co/datasets/helloelwin/harmful-test-results


Results



Results
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Results

Overall Performance: We Calculate the probability of harmful text generated by 
the generative model, which shows remarkable improvements.

Another Example

1-st entry comes from opt-350m, 2-nd entry comes from unlearned model within 
1000 entries from PKU-SafeRLHF, which shows even adjusted in a small dataset, 
unlearning process can make a big difference.



Case Study - 1

DANGEROUS



Case Study - 2

Degeneration



Evaluation

Merits 

• Multi-Perspective Evaluation: 


1. informativeness,

2. coherence, 

3. factuality


• Appropriate Application: Be able to 
evaluate generated text based on 
conditioned prompt.



Evaluation



Conclusion & Contributions
1. We show that even unlearned LLM within a small negative dataset (about 

1000 entries) will improve the morality and integrity of LLM.


2. We show that by using these methods (these formulated losses), the 
likelihood that LLM will generate harmful text is greatly reduced,


3. We show that by adding these methods sequentially and conditionally may 
have a positive impact on overall performance and will enhance output utility.


4. We believe that the primary purpose of unlearning should be to reduce 
generating harmful text, because even if LLM can output brilliant text, such 
harmful text will greatly harm the user's trust and cause LLM not to be 
recognized. And our model optimizes the above goals.



Future work
1. We will consider how to eliminate the dependency between the two datasets 

for training the model. (Learning with positive and nagetive prompts but 
unlearning with only negative prompts)


2. Plan to try other applications w.r.t. Unlearning, e.g., how to eliminate copy-
righted data.
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